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1
POWER MANAGEMENT FOR MULTI-CORE
PROCESSING SYSTEMS

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

This invention was made with Government support under
contract number HRO0011-13-C-0022 awarded by the
Defense Advanced Research Projects Agency (DARPA). The
Government has certain rights in this invention.

STATEMENT REGARDING PRIOR
DISCLOSURES BY THE INVENTOR OR A
JOINT INVENTOR

The following disclosure is submitted under 35 U.S.C.
102(b)(1)(A): DISCLOSURE: “Crank It Up or Dial It Down:
Coordinated Multiprocessor Frequency and Folding Control”
by Augusto Vega, Alper Buyuktosunoglu, Heather Hanson,
Pradip Bose, and Srinivasan Ramani appearing in “MICRO-
46 Proceedings of the 46™ Annual IEEE/ACM International
Symposium on Microarchitecture,” Dec. 7, 2013, pages 210-
221.

BACKGROUND

The present invention relates generally to computer sys-
tems, and more particularly to power management in a multi-
core processing system.

In computer systems that include multiple processing
resources for executing a plurality of tasks, distribution of
task execution is important to system performance. In sys-
tems having multiple processor cores and multi-threading
operation, allocation of tasks or threads among cores can
affect power consumption. Power management can impact
overall computer system operating costs, processing system
responsiveness, and expected operating life of individual
components or subsystems.

Some computer systems support dynamic power manage-
ment by including multiple independent power control actua-
tors. Power control actuators are typically incorporated into
independently architected control loops with single actuators,
such as a dynamic voltage and frequency scaling (DVFS)
actuator, a core folding (CF) actuator, and a per-core power
gating (PCPG) actuator. A DVFS actuator can control voltage
and frequency of a multi-core processor. A CF actuator can
control consolidation or distribution of threads in processor
cores. A PCPG actuator can turn power on or off for indi-
vidual processor cores. When power control actuators are
deployed in the same computer system and operate indepen-
dently at the same time, conflicting scenarios can result in one
power control actuator negating the intended eftect of another
power control actuator. Decoupled power control loops can
be simpler to independently test or verify; however, the net
effect may not be desirable. For example, a CF controller may
decide to unfold (and power on) some processor cores and as
a result, the utilization of the turned-on processor cores can
drop. A DVFS controller may observe the reduced utilization
and lower a processor frequency to keep the processor cores
highly utilized. Reducing the processor frequency may hurt
performance and negate the effect intended by the CF con-
troller.

SUMMARY

According to one embodiment, a method for power man-
agement of a multi-core processing system includes deter-
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mining workload characteristics in the multi-core processing
system. A power adjustment scenario is identified based on
the workload characteristics. A predetermined actuation
order for at least two power adjustment actuators is identified
based on the power adjustment scenario. Based on the prede-
termined actuation order, it is determined whether there is an
adequate adjustment capacity for a power adjustment action
associated with one of the at least two power adjustment
actuators. The power adjustment action is initiated based on
the predetermined actuation order and determining that the
adequate adjustment capacity is available.

According to another embodiment, a multi-core process-
ing system includes a plurality of processor cores, at least two
power adjustment actuators, and a power-aware management
of processor actuators (PAMPA) controller operably coupled
to the at least two power adjustment actuators. The PAMPA
controller is configured to determine workload characteristics
in the multi-core processing system, and identify a power
adjustment scenario based on the workload characteristics. A
predetermined actuation order for at least two power adjust-
ment actuators is identified based on the power adjustment
scenario. Based on the predetermined actuation order, the
PAMPA controller determines whether there is an adequate
adjustment capacity for a power adjustment action associated
with one of the at least two power adjustment actuators. The
PAMPA controller is configured to initiate the power adjust-
ment action based on the predetermined actuation order and a
determination that the adequate adjustment capacity is avail-
able.

According to a further embodiment, a computer program
product for power management of a multi-core processing
system is provided. The computer program product includes
a tangible storage medium readable by a processing circuit
and storing instructions for execution by the processing cir-
cuit to determine workload characteristics in the multi-core
processing system and identify a power adjustment scenario
based on the workload characteristics. A predetermined
actuation order for at least two power adjustment actuators is
identified based on the power adjustment scenario. Based on
the predetermined actuation order, it is determined whether
there is an adequate adjustment capacity for a power adjust-
ment action associated with one of the at least two power
adjustment actuators. The power adjustment action is initi-
ated based on the predetermined actuation order and a deter-
mination that the adequate adjustment capacity is available.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 illustrates a block diagram of a system in accor-
dance with an embodiment;

FIG. 2 illustrates a block diagram of a system in accor-
dance with another embodiment;

FIGS. 3-5 depict example scenarios in accordance with an
embodiment;

FIG. 6 is a high-level process flow diagram for power
management of a multi-core processing system in accordance
with an embodiment; and

FIG. 7 is a detailed example of a process flow diagram for
power management of a multi-core processing system in
accordance with an embodiment.

DETAILED DESCRIPTION

An embodiment is directed to coordinated power manage-
ment of a multi-core processing system that includes multiple
power adjustment actuators. Coordinated power management
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can reduce potential interference attributed to independent
power management control loops. A power-aware manage-
ment of processor actuators (PAMPA) controller coordinates
control of multiple power adjustment actuators to increase
power-performance efficiency and reduce potential power
actuation conflicts.

Turning to FIG. 1, an example of a multi-core processing
system 100 is depicted according to an embodiment. The
multi-core processing system 100 includes a processing sys-
tem 102 and a software system 104. The processing system
102 can include a plurality of multi-core processors 106, such
as multi-core processors 106a and 1065. Each of the multi-
core processors 106 includes two or more processor cores
108. In the example of FIG. 1, multi-core processor 106a
includes eight processor cores 108a and multi-core processor
1064 includes eight processor cores 1085. Power manage-
ment can be performed on a processor basis, a core basis,
and/or a power management group basis. A power manage-
ment group can consider a number of the processor cores 108
for power adjustment scenario identification and a power
adjustment action. In the example of FIG. 1, a power man-
agement group 110 is defined as all eight processor cores
108a of multi-core processor 106a. Alternatively, the power
management group 110 could be defined for a subset of the
processor cores 108a or span to include one or more of the
processor cores 1085 of the multi-core processor 1065. One
or more separate power management groups (not depicted)
may be defined for the processor cores 1085.

The software system 104 may include a hypervisor 112, a
virtual machine 114, and an operating system 116. The hyper-
visor 112 can create and run the virtual machine 114 to
provide a virtual operating platform to the operating system
116. The hypervisor 112 may also support additional virtual
machines and operating systems (not depicted). The operat-
ing system 116 can support a number of applications 118 that
may each include one or more threads 120. Execution of the
threads 120 may be distributed between a number of the
processor cores 108. In an exemplary embodiment, a power-
aware management of processor actuators (PAMPA) control-
ler 122 is configured to perform power management for the
processing system 102. In the example of FIG. 1, the PAMPA
controller 122 is part of the hypervisor 112 and is operably
coupled to at least two power adjustment actuators 124. The
power adjustment actuators 124 can be hardware or software
based. In the example of FIG. 1, a voltage and frequency
controller 126 is a separately configurable control device that
establishes a voltage and operating frequency for the multi-
core processors 106 to provide dynamic voltage and fre-
quency scaling (DVFS). For instance, power adjustment
actuators 124 in the voltage and frequency controller 126 can
include a first voltage adjustment actuator 128« and a first
frequency adjustment actuator 130a for the multi-core pro-
cessor 106a. Power adjustment actuators 124 in the voltage
and frequency controller 126 can also include a second volt-
age adjustment actuator 1285 and a second frequency adjust-
ment actuator 1305 for the multi-core processor 1065. The
PAMPA controller 122 can provide DVFS commands 132 to
the voltage and frequency controller 126 to adjust a voltage
and/or frequency for either or both of the multi-core proces-
sors 106. In embodiments that support multiple power man-
agement groups 110 per multi-core processor 106, additional
instances of the voltage and frequency adjustment actuators
128a, 12856, 1304, 1305 can be incorporated into the voltage
and frequency controller 126. In an embodiment where a
single power management group 110 spans all multi-core
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processors 106, the second voltage adjustment actuator 1285
and the second frequency adjustment actuator 1305 can be
omitted.

The PAMPA controller 122 can also send core-level power
management commands 134 to a workload consolidator 136.
The workload consolidator 136 may be software based and
include multiple power adjustment actuators 124. In the
example of FIG. 1, the workload consolidator 136 includes a
core folding (CF) actuator 138 and a per-core power gating
(PCPQG) actuator 140. There may be separate instances of the
CF actuator 138 and the PCPG actuator 140 for each power
management group 110, or the CF and PCPG actuators 138,
140 can be selectively driven to one or more specific power
management group 110. In the example of FIG. 1, the
PAMPA controller 122 sends the core-level power manage-
ment commands 134 to the workload consolidator 136 and
identifies a particular multi-core processor 106. The work-
load consolidator 136 drives output of either or both of the CF
and PCPG actuators 138, 140 as core commands 142a to
multi-core processor 106a or core commands 14256 to multi-
core processor 1065. In an embodiment, the CF actuator 138
shifts instances of the threads 120 between the processor
cores 108, and the PCPG actuator 140 turns power to the
processor cores 108 on or off. Accordingly, the PAMPA con-
troller 122 can use the CF actuator 138 in combination with
the PCPG actuator 140 to consolidate a workload (e.g., at
least one of the threads 120) of at least one processor core 108
and turn off the now unused processor core(s) 108. The
PAMPA controller 122 can also use the CF actuator 138 in
combination with the PCPG actuator 140 to spread a work-
load (e.g., at least one of the threads 120) of at least one
processor core 108 into at least one other processor core 108
and turn on the at least one other processor core 108 if needed.

The PAMPA controller 122 may monitor workload char-
acteristics in the multi-core processing system 100, such as a
level of processor core utilization 144 in the multi-core pro-
cessors 106, to identify a power adjustment scenario and
determine a power adjustment action or sequence of power
adjustment actions for one or more of the power adjustment
actuators 124 based on the power adjustment scenario. Each
power adjustment scenario can be associated with a predeter-
mined actuation order for at least two power adjustment
actuators 124. For instance a power adjustment scenario that
is single-thread-performance bound can have a different pre-
determined actuation order than a power adjustment scenario
that is throughput bound. The PAMPA controller 122 may
also use the level of processor core utilization 144 or other
workload characteristics in performing a stability check to
ensure that power adjustment scenario determination is based
on a relatively stable current execution phase of the processor
cores 108. Other inputs can be used to supplement the stabil-
ity determination or as an alternate stability indicator. In one
example, the PAMPA controller 122 can monitor various
workload characteristics in combination with or as an alter-
native to the level of processor core utilization 144, such as
memory system activity 146 of a memory system 148 and/or
cache system activity 150 of a cache system 152. The memory
system activity 146 and/or the cache system activity 150 can
also or alternatively be used as an indication of a stable
current phase of execution or as a proxy for an adequate
adjustment capacity. For instance, if processing is likely
being stalled to service a number of accesses to the memory
system 148, then an operating frequency may be reduced to
lower power using either the first or second frequency adjust-
ment actuator 130a, 1305. The memory system 148 can
include a combination of various types of computer readable
storage media, e.g., solid-state memory, secondary storage,
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and the like, to store executable instructions for the software
system 104 and associated data. The cache system activity
150 may be an indication of a miss rate of the cache system
152, which can result in slower accesses to the memory sys-
tem 148 and thereby lowering associated processing core
demands. Additionally, depending upon the particular power
adjustment actuator 124, monitoring of workload character-
istics and taking particular actions can occur at different rates,
e.g., voltage and frequency controller 126 may support a
higher update rate than the workload consolidator 136.

FIG. 2 illustrates a block diagram of a multi-core process-
ing system 200 in accordance with another embodiment.
Similar to the multi-core processing system 100 of FIG. 1, the
multi-core processing system 200 of FIG. 2 includes a pro-
cessing system 102, a software system 104, a plurality of
multi-core processors 106, such as multi-core processor 1064
and 1065, two or more processor cores 108, a power manage-
ment group 110, a hypervisor 112, a virtual machine 114, an
operating system 116, a number of applications 118 that may
each include one or more threads 120, power adjustment
actuators 124, memory system 148 and cache system 152.
Instead of including the PAMPA controller 122 in the hyper-
visor 112 as in the multi-core processing system 100 of FI1G.
1, a PAMPA controller 222 may be implemented at an appli-
cation level in the operating system 116 in the multi-core
processing system 200 of FIG. 2. The PAMPA controller 222
of FIG. 2 can include substantially the same features as the
PAMPA controller 122 of FIG. 1. Implementing the PAMPA
controller 222 at an application level may enable simpler
updates to logic and configurable thresholds in the PAMPA
controller 222. In contrast, implementing the PAMPA con-
troller 122 of FIG. 1 in the hypervisor 112 may improve
response time and can provide better performance if power
monitoring is performed frequently.

FIGS. 3-5 depict example power adjustment scenarios in
accordance with an embodiment. The various percentages
depicted in FIGS. 3-5 can be reported as the level of processor
core utilization 144 of FIGS. 1-2 to the PAMPA controller
122 of FIG. 1 or to the PAMPA controller 222 of FIG. 2. FIG.
3 depicts an example of a first power adjustment scenario 300
for power management group 110 that includes eight proces-
sor cores 108. In the first power adjustment scenario 300, four
of the processor cores 108 are turned on and active (cores
0-3), and four of the processor cores 108 are turned off (cores
4-7). As can be seen in FIG. 3, all of the turned-on processor
cores (cores 0-3) are 100% utilized, indicating a high level of
processor core utilization.

In an example of a second power adjustment scenario 400
in FIG. 4, six of the processor cores 108 are turned on and
active (cores 0-5), and two of the processor cores 108 are
turned off (cores 6-7) in the power management group 110.
Three of the six turned-on processor cores (cores 0-2) are
100% utilized, but not all of the processor cores 108 in the
power management group 110 are highly utilized (e.g., cores
3 and 5 at 0% and core 4 at 20%).

In an example of a third power adjustment scenario 500 in
FIG. 5, seven of the processor cores 108 are turned on and
active (cores 0-6), and one of the processor cores 108 is turned
off (core 7) in the power management group 110. None of the
seven turned-on processor cores (cores 0-6) is 100% utilized,
with a 30% utilization level (core 1) being the highest level of
utilization in the third scenario 500. The examples of power
adjustment scenarios 300-500 of FIGS. 3-5 are further
described with respect to FIGS. 6 and 7.

FIG. 6 depicts a high-level process flow diagram for power
management of a multi-core processing system in accordance
with an embodiment. Process 600 of FIG. 6 is a method that
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can be performed by the PAMPA controller 122 of FIG. 1, the
PAMPA controller 222 of FIG. 2, or other configurations (not
depicted). For ease of explanation, the process 600 is
described in reference to the PAMPA controller 122 of the
multi-core processing system 100 FIG. 1 and further in ref-
erence to FIGS. 3-5. At block 602, workload characteristics in
the multi-core processing system 100 of FIG. 1 are deter-
mined. Examples of workload characteristics can include
individually or any combination of at least one of: a level of
processor core utilization 144, a level of memory system
activity 146, or a level of cache system activity 150. The level
of processor core utilization 144 may be provided to the
PAMPA controller 122 or otherwise derived by the PAMPA
controller 122. The level of memory system activity 146 of
the memory system 148 may be provided to the PAMPA
controller 122 or otherwise derived by the PAMPA controller
122. The level of cache system activity 150 of the cache
system 152 can be provided to the PAMPA controller 122 or
otherwise derived by the PAMPA controller 122. Other activ-
ity level indicators known in the art can also or alternatively
be used to determine workload characteristics in the multi-
core processing system 100.

At block 604, a power adjustment scenario is identified by
the PAMPA controller 122 based on the workload character-
istics. For example, the power adjustment scenario may indi-
cate a high level of utilization such as the first power adjust-
ment scenario 300 of FIG. 3, a partially high level of
utilization with at least one but not all of the processor cores
108 in the power management group 110 being highly uti-
lized as in the second power adjustment scenario 400 of FIG.
4, or a very low level of utilization as in the third power
adjustment scenario 500 of FIG. 5.

At block 606, the PAMPA controller 122 identifies a pre-
determined actuation order for at least two power adjustment
actuators 124 based on the power adjustment scenario. For
example, actions taken and the actuation order for the first
power adjustment scenario 300 may be different than for the
second or third power adjustment scenarios 400, 500.

At block 608, based on the predetermined actuation order,
the PAMPA controller 122 determines whether there is an
adequate adjustment capacity for a power adjustment action
associated with one of at least two power adjustment actua-
tors 124. Before making a power adjustment action for a
power adjustment actuator 124, an adjustment capacity check
can ensure that there is sufficient margin for effected
resources, such as available processor cores 108 and operat-
ing frequency increase/decrease headroom.

At block 610, the power adjustment action is initiated
based on the predetermined actuation order and determining
that the adequate adjustment capacity is available. The
PAMPA controller 122 may also determine whether there is a
second adequate adjustment capacity for a second power
adjustment action associated with a second one of the power
adjustment actuators 124 based on determining that there is
an inadequate adjustment capacity for the power adjustment
action of the power adjustment scenario. As an example, if
there is insufficient capacity to support core unfolding as a
first desired action, then a second check can be for operating
frequency capacity before adjusting the operating frequency.

FIG. 7 is a detailed example of a process flow diagram for
power management of a multi-core processing system in
accordance with an embodiment. A process 700 of FIG. 7isa
method that can be performed by the PAMPA controller 122
of FIG. 1, the PAMPA controller 222 of FIG. 2, or other
configurations (not depicted). For ease of explanation, the
process 700 is described in reference to the PAMPA controller
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122 of the multi-core processing system 100 FIG. 1 and
further in reference to FIGS. 3-5.

Atblock 702, an enablement check is performed to ensure
that updates can be supported. For example, a stability check
can be performed relative to a stability threshold to determine
whether a current execution phase is stable. A power adjust-
ment action may only be initiated based on determining that
the current execution phase is stable. The stability check can
monitor for variations in the level of processor core utilization
144 over a period of time. Alternatively, the stability threshold
can be determined relative to memory system activity 146 or
another parameter indicative of stability. The stability check
can be performed at a monitoring interval, and the level of
processor core utilization 144 may be used as workload char-
acteristics including an average value spanning multiple
iterations of the monitoring interval. For example, the moni-
toring interval can be every T milliseconds and the average
value can be calculated over a configurable history length H,
e.g., H iterations of T milliseconds. When using multiple
samples of the level of processor core utilization 144, the
stability threshold may be determined by comparing a stan-
dard deviation of the level of processor core utilization 144 to
the average value of the level of processor core utilization 144
multiplied by an enabling threshold K (e.g., an acceptable
percentage of variation) as the stability threshold. Stability
calculations can be performed on a per processor core 108
basis.

At block 704, when the PAMPA controller 122 is enabled
and the execution phase is stable, a further check identifies a
first power adjustment scenario 705 (e.g., the first power
adjustment scenario 300 of FIG. 3), based on determining that
the level of processor core utilization 144 is greater than a
high utilization threshold for all processor cores 108 in a
power management group 110. If all the turned-on processor
cores 108 are highly utilized, an executing application may be
either traversing a single-thread-performance bound or a
throughput bound execution phase. In other words, there are
two choices in this example: to scale frequency up or to unfold
and turn on one or more of the processor cores 108. The
PAMPA controller 122 may prioritize unfolding and turning
on processor cores 108 over frequency scaling based on a
predetermined actuation order for the first power adjustment
scenario 705. If all of the turned-on processor cores 108 are
highly-utilized, applications may benefit more from unfold-
ing an extra processor core 108 than from scaling frequency
up. If all the processor cores 108 are already unfolded and
turned-on, the PAMPA controller 122 can increase frequency
instead.

Accordingly, at block 706 based on identifying the first
power adjustment scenario 705, the PAMPA controller 122
determines whether adequate adjustment capacity for work-
load spreading exists, and if so, at block 708, the core folding
actuator 138 is used to spread a workload (e.g., one or more
threads 120) of at least one processor core 108 into at least one
other processor core 108 having adequate adjustment capac-
ity (e.g., turn on a processor core 108 and shift one or more
threads 120 into the newly turned-on processor core 108). The
CF actuator 138 may be used in combination with the PCPG
actuator 140 to spread a workload and turn on a processor
core 108.

Based on identifying the first power adjustment scenario
705 and determining that inadequate adjustment capacity for
workload spreading exists at block 706, a determination as to
whether adequate capacity for increasing an operating fre-
quency exists is made at block 710, and if so, the operating
frequency of the processor cores 108 in the power manage-

10

15

20

25

30

35

40

45

50

55

60

65

8

ment group 110 is increased at block 712 using the frequency
adjustment actuator 130a, 1305.

If after the unfolding decision at block 706, the just-en-
abled processor cores 108 remain empty or have low utiliza-
tion, the executing application was not throughput bound but
single-thread performance bound. In other words, first power
adjustment scenario 705 becomes second power adjustment
scenario 715 (where some but not all of the processor cores
108 are highly utilized, e.g., the second power adjustment
scenario 400 of FIG. 4), and the PAMPA controller 122 can
actuate accordingly in the next iteration of process 700.

At block 714, the second power adjustment scenario 715 is
identified based on determining that the level of processor
core utilization 144 is greater than the high utilization thresh-
old for at least one but not all of'the processor cores 108 in the
power management group 110. In the second power adjust-
ment scenario 715, the PAMPA controller 122 assumes that
the executing application is traversing a single-thread-perfor-
mance bound execution phase and increases frequency, if the
operating frequency is not already at its maximum value.

At block 716, based on identifying the second power
adjustment scenario 715 and determining that adequate
capacity for increasing the operating frequency exists at block
716, the operating frequency of the processor cores 108 in the
power management group 110 is increased at block 718 using
the frequency adjustment actuator 130a, 1304.

A further scenario for power adjustment is that all the
turned-on processor cores 108 are either lightly utilized or
empty. In this case, the PAMPA controller 122 may assume
that it is safe to reduce operating frequency or, if the operating
frequency is already at its minimum value, to fold and power
off processor cores 108. The PAMPA controller 122 can
prevent frequency reduction and core folding even if just one
thread 120 presents high utilization to avoid severe perfor-
mance degradation. Therefore, a third power adjustment sce-
nario 725 may perform frequency reduction or core folding
only if all turned-on processor cores 108 have low utilization
(e.g., the third power adjustment scenario 500 of FIG. 5).

At block 724, the third power adjustment scenario 725 is
identified based on determining that the level of processor
core utilization 144 is less than a low utilization threshold for
all of the processor cores 108 in the power management group
110. At block 726, based on identifying the third power
adjustment scenario 725, the PAMPA controller 122 deter-
mines whether adequate capacity for decreasing the operating
frequency exists, and if so, the operating frequency of the
processor cores 108 in the power management group 110 is
decreased at block 728 using the frequency adjustment actua-
tor 130a, 1305.

Based on identifying the third power adjustment scenario
725 and determining that inadequate capacity for decreasing
the operating frequency exists at block 726, a determination
as to whether adequate adjustment capacity for workload
consolidation exists is made at block 730, and if so, a work-
load (e.g., one or more threads 120) of at least one processor
core 108 is consolidated at block 732 using the CF actuator
138. The CF actuator 138 may be used in combination with
the PCPG actuator 140 for workload consolidation and to turn
off empty processor cores 108.

After evaluating the three power adjustment scenarios 705,
715, 725, the PAMPA controller 122 can also fold and turn off
empty processor cores 108, using for example, the CF actua-
tor 138 in combination with the PCPG actuator 140. This
action may be complementary and independent from the
treatment of the three power adjustment scenarios 705, 715,
725. In an embodiment, all but one of the empty processor
cores 108 are turned off. Keeping one empty processor core
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108 turned on can help to absorb temporary utilization peaks
and prevent the PAMPA controller 122 from entering into
unstable situations. For example, turning all empty processor
cores 108 off may convert the second power adjustment sce-
nario 715 into the first power adjustment scenario 705 and,
after that, the PAMPA controller 122 may convert the first
power adjustment scenario 705 into the second power adjust-
ment scenario 715 again by unfolding processor cores 108.
This ping-pong behavior between two power adjustment sce-
narios can be prevented by keeping one empty processor core
108 turned on.

At block 734, the PAMPA controller 122 determines
whether there is at least one processor core 108 including less
than an empty threshold amount of utilization. A workload
(e.g., one or more threads 120) of the at least one processor
core 108 having less than the empty threshold amount of
utilization can be consolidated at block 736 to reduce a total
number of active processor cores 108. The high utilization
threshold and the low utilization threshold may be config-
urable parameters, where the high utilization threshold is
greater than the low utilization threshold. The empty thresh-
old amount of utilization can also be a configurable param-
eter. The thresholds can be determined by benchmark testing
particular workloads and system configurations. In one
example, the high utilization threshold was 80%, the low
utilization threshold was 70%, and the empty threshold
amount of utilization was 10%. In other examples, the high
utilization threshold varied between 80% and 90%, and the
low utilization threshold varied between 70% and 80%.
Again, optimal values for the thresholds can vary beyond
these examples based on system and workload characteris-
tics.

Technical effects and benefits include coordinating power
management for multiple power adjustment actuators in a
multi-core processing system. Identifying particular power
adjustment scenarios and adequate adjustment capacity
enables power adjustment actions to be optimally sequenced
and reduces risks of conflicts between the power adjustment
actuators.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the claims
below are intended to include any structure, material, or act
for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present invention has been presented for purposes of
illustration and description, but is not intended to be exhaus-
tive or limited to the invention in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the invention. The embodiments were chosen and
described in order to best explain the principles of the inven-
tion and the practical application, and to enable others of
ordinary skill in the art to understand the invention for various
embodiments with various modifications as are suited to the
particular use contemplated.
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Further, as will be appreciated by one skilled in the art,
aspects of the present invention may be embodied as a system,
method, or computer program product. Accordingly, aspects
of the present invention may take the form of an entirely
hardware embodiment, an entirely software embodiment (in-
cluding firmware, resident software, micro-code, etc.) or an
embodiment combining software and hardware aspects that
may all generally be referred to herein as a “circuit,” “mod-
ule” or “system.” Furthermore, aspects of the present inven-
tion may take the form of a computer program product
embodied in one or more computer readable medium(s) hav-
ing computer readable program code embodied thereon, e.g.,
stored in memory system 148 of FIGS. 1 and 2.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium. A computer readable storage medium
may be, for example, but not limited to, an electronic, mag-
netic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, or device, or any suitable combination of
the foregoing. More specific examples (a non-exhaustive list)
of the computer readable storage medium would include the
following: an electrical connection having one or more wires,
a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a computer readable storage
medium may be any tangible medium that can contain, or
store a program for use by or in connection with an instruction
execution system, apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that is not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or in connection with an instruction execution system,
apparatus, or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, including
but not limited to wireless, wireline, optical fiber cable, RF,
etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for
aspects of the present invention may be written in any com-
bination of one or more programming languages, including
an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The program code may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone software package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described above with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
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ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the flow-
chart illustrations and/or block diagrams, can be imple-
mented by computer program instructions. These computer
program instructions may be provided to a processor of a
general purpose computer, special purpose computer, or other
programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-
cessing apparatus, create means for implementing the func-
tions/acts specified in the flowchart and/or block diagram
block or blocks.

These computer program instructions may also be stored in
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function in a particular manner, such that the instructions
stored in the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the instructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or por-
tion of code, which comprises one or more executable
instructions for implementing the specified logical function
(s). It should also be noted that, in some alternative imple-
mentations, the functions noted in the block may occur out of
the order noted in the figures. For example, two blocks shown
in succession may, in fact, be executed substantially concur-
rently, or the blocks may sometimes be executed in the reverse
order, depending upon the functionality involved. It will also
be noted that each block of the block diagrams and/or flow-
chart illustration, and combinations of blocks in the block
diagrams and/or flowchart illustration, can be implemented
by special purpose hardware-based systems that perform the
specified functions or acts, or combinations of special pur-
pose hardware and computer instructions.

What is claimed is:

1. A method for power management of a multi-core pro-
cessing system, the method comprising:

determining workload characteristics in the multi-core

processing system;

identifying a power adjustment scenario based on the

workload characteristics;

identifying a predetermined actuation order for at least two

power adjustment actuators based on the power adjust-
ment scenario;

based on the predetermined actuation order, determining

whether there is an adequate adjustment capacity for a
power adjustment action associated with one of the at
least two power adjustment actuators; and

initiating the power adjustment action based on the prede-

termined actuation order and determining that the
adequate adjustment capacity is available.
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2. The method of claim 1, wherein the workload charac-
teristics comprise at least one of a level of processor core
utilization, a level of memory system activity, or a level of
cache system activity.

3. The method of claim 1, further comprising:

determining whether there is a second adequate adjustment

capacity for a second power adjustment action associ-
ated with a second of the at least two power adjustment
actuators based on determining that there is an inad-
equate adjustment capacity for the power adjustment
action of the power adjustment scenario.

4. The method of claim 1, further comprising:

determining whether there is at least one processor core

comprising less than an empty threshold amount of uti-
lization; and

consolidating a workload of the at least one processor core

having less than the empty threshold amount of utiliza-
tion to reduce a total number of active processor cores.

5. The method of claim 1, further comprising:

performing a stability check relative to a stability threshold

to determine whether a current execution phase is stable;
and

initiating the power adjustment action based on determin-

ing that the current execution phase is stable.

6. The method of claim 5, further comprising:

performing the stability check at a monitoring interval; and

determining a level of processor core utilization as the

workload characteristics comprising an average value
spanning multiple iterations of the monitoring interval.

7. The method of claim 1, wherein identifying the power
adjustment scenario comprises:

identifying a first power adjustment scenario based on

determining that a level of processor core utilization is
greater than a high utilization threshold for all processor
cores in a power management group;

identifying a second power adjustment scenario based on

determining that the level of processor core utilization is
greater than the high utilization threshold for at least one
but not all of the processor cores in the power manage-
ment group; and

identifying a third power adjustment scenario based on

determining that the level of processor core utilization is
less than a low utilization threshold for all of the proces-
sor cores in the power management group.

8. The method of claim 7, wherein the at least two power
adjustment actuators comprise a core folding actuator and a
frequency adjustment actuator, and further wherein:

based on identifying the first power adjustment scenario

and determining that adequate adjustment capacity for
workload spreading exists, using the core folding actua-
tor to spread a workload of at least one processor core
into at least one other processor core having the adequate
adjustment capacity;

based on identifying the first power adjustment scenario

and determining that inadequate adjustment capacity for
workload spreading exists and that adequate capacity for
increasing an operating frequency exists, increasing the
operating frequency of the processor cores in the power
management group using the frequency adjustment
actuator;

based on identifying the second power adjustment scenario

and determining that adequate capacity for increasing
the operating frequency exists, increasing the operating
frequency of the processor cores in the power manage-
ment group using the frequency adjustment actuator;
based on identifying the third power adjustment scenario
and determining that adequate capacity for decreasing
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the operating frequency exists, decreasing the operating
frequency of the processor cores in the power manage-
ment group using the frequency adjustment actuator;
and

based on identifying the third power adjustment scenario

and determining that inadequate capacity for decreasing
the operating frequency exists and that adequate adjust-
ment capacity for workload consolidation exists, con-
solidating a workload of at least one processor core
using the core folding actuator.

9. A multi-core processing system comprising:

a plurality of processor cores;

at least two power adjustment actuators; and

a power-aware management of processor actuators

(PAMPA) controller operably coupled to the at least two

power adjustment actuators and configured to:

determine workload characteristics in the multi-core
processing system;

identify a power adjustment scenario based on the work-
load characteristics;

identify a predetermined actuation order for at least two
power adjustment actuators based on the power
adjustment scenario;

based on the predetermined actuation order, determine
whether there is an adequate adjustment capacity for
a power adjustment action associated with one of the
at least two power adjustment actuators; and

initiate the power adjustment action based on the prede-
termined actuation order and a determination that the
adequate adjustment capacity is available.

10. The multi-core processing system of claim 9, wherein
the PAMPA controller is further configured to determine
whether there is a second adequate adjustment capacity for a
second power adjustment action associated with a second of
the at least two power adjustment actuators based on deter-
mining that there is an inadequate adjustment capacity for the
power adjustment action of the power adjustment scenario.

11. The multi-core processing system of claim 9, wherein
the PAMPA controller is further configured to:

determine whether there is at least one processor core

comprising less than an empty threshold amount of uti-
lization; and

consolidate a workload of the at least one processor core

having less than the empty threshold amount of utiliza-
tion to reduce a total number of active processor cores.

12. The multi-core processing system of claim 9, wherein
the PAMPA controller is further configured to:

perform a stability check relative to a stability threshold to

determine whether a current execution phase is stable;
and

initiate the power adjustment action based on determining

that the current execution phase is stable.

13. The multi-core processing system of claim 12, wherein
the PAMPA controller is further configured to:

perform the stability check at a monitoring interval; and

determine a level of processor core utilization as the work-

load characteristics comprising an average value span-
ning multiple iterations of the monitoring interval.

14. The multi-core processing system of claim 9, wherein
identification of the power adjustment scenario comprises:

identifying a first power adjustment scenario based on

determining that a level of processor core utilization is
greater than a high utilization threshold for all processor
cores in a power management group;

identifying a second power adjustment scenario based on

determining that the level of processor core utilization is
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greater than the high utilization threshold for at least one
but not all of the processor cores in the power manage-
ment group; and

identifying a third power adjustment scenario based on
determining that the level of processor core utilization is
less than a low utilization threshold for all of the proces-
sor cores in the power management group.

15. The system of claim 14, wherein the at least two power
adjustment actuators comprise a core folding actuator and a
frequency adjustment actuator, and further wherein:

based on identifying the first power adjustment scenario
and determining that adequate adjustment capacity for
workload spreading exists, using the core folding actua-
tor to spread a workload of at least one processor core
into at least one other processor core having the adequate
adjustment capacity;

based on identifying the first power adjustment scenario
and determining that inadequate adjustment capacity for
workload spreading exists and that adequate capacity for
increasing an operating frequency exists, increasing the
operating frequency of the processor cores in the power
management group using the frequency adjustment
actuator;

based on identifying the second power adjustment scenario
and determining that adequate capacity for increasing
the operating frequency exists, increasing the operating
frequency of the processor cores in the power manage-
ment group using the frequency adjustment actuator;

based on identifying the third power adjustment scenario
and determining that adequate capacity for decreasing
the operating frequency exists, decreasing the operating
frequency of the processor cores in the power manage-
ment group using the frequency adjustment actuator;
and

based on identifying the third power adjustment scenario
and determining that inadequate capacity for decreasing
the operating frequency exists and that adequate adjust-
ment capacity for workload consolidation exists, con-
solidating a workload of at least one processor core
using the core folding actuator.

16. A computer program product for power management of
a multi-core processing system, the computer program prod-
uct comprising:

a non-transitory storage medium readable by a processing
circuit and storing instructions for execution by the pro-
cessing circuit to:

determine workload characteristics in the multi-core pro-
cessing system;

identify a power adjustment scenario based on the work-
load characteristics;

identify a predetermined actuation order for at least two
power adjustment actuators based on the power adjust-
ment scenario;

based on the predetermined actuation order, determine
whether there is an adequate adjustment capacity for a
power adjustment action associated with one of the at
least two power adjustment actuators; and

initiate the power adjustment action based on the predeter-
mined actuation order and a determination that the
adequate adjustment capacity is available.

17. The computer program product of claim 16, wherein
the instructions for execution by the processing circuit are
further configured to:

determine whether there is at least one processor core
comprising less than an empty threshold amount of uti-
lization; and
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consolidate a workload of the at least one processor core
having less than the empty threshold amount of utiliza-
tion to reduce a total number of active processor cores.

18. The computer program product of claim 16, wherein
the instructions for execution by the processing circuit are
further configured to:

perform a stability check relative to a stability threshold to

determine whether a current execution phase is stable;
and

initiate the power adjustment action based on determining

that the current execution phase is stable.

19. The computer program product of claim 16, wherein
identification of the power adjustment scenario comprises:

identifying a first power adjustment scenario based on

determining that a level of processor core utilization is
greater than a high utilization threshold for all processor
cores in a power management group;

identifying a second power adjustment scenario based on

determining that the level of processor core utilization is
greater than the high utilization threshold for at least one
but not all of the processor cores in the power manage-
ment group; and

identifying a third power adjustment scenario based on

determining that the level of processor core utilization is
less than a low utilization threshold for all of the proces-
sor cores in the power management group.

20. The computer program product of claim 19, wherein
the at least two power adjustment actuators comprise a core
folding actuator and a frequency adjustment actuator, and
further wherein:
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based on identifying the first power adjustment scenario
and determining that adequate adjustment capacity for
workload spreading exists, using the core folding actua-
tor to spread a workload of at least one processor core
into at least one other processor core having the adequate
adjustment capacity;

based on identifying the first power adjustment scenario
and determining that inadequate adjustment capacity for
workload spreading exists and that adequate capacity for
increasing an operating frequency exists, increasing the
operating frequency of the processor cores in the power
management group using the frequency adjustment
actuator;

based on identifying the second power adjustment scenario
and determining that adequate capacity for increasing
the operating frequency exists, increasing the operating
frequency of the processor cores in the power manage-
ment group using the frequency adjustment actuator;

based on identifying the third power adjustment scenario
and determining that adequate capacity for decreasing
the operating frequency exists, decreasing the operating
frequency of the processor cores in the power manage-
ment group using the frequency adjustment actuator;
and

based on identifying the third power adjustment scenario
and determining that inadequate capacity for decreasing
the operating frequency exists and that adequate adjust-
ment capacity for workload consolidation exists, con-
solidating a workload of at least one processor core
using the core folding actuator.
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